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Abstract

Images contain a thousand words. Humans can gain many insights from images, but it is not so simple for computers to get the same. To enable computers to gain such insights, we must first determine and store the features which are an important factor in enabling machines to process this data to gain similar insights. Here, one such task of identifying similar images for a given image has been performed by extracting features like color moments, hog and elbp using the Olivetti face dataset. The similarity results have been evaluated using distance measures like manhattan, cosine, earth movers and L2. It has been observed that the manhattan distance had the best performance overall for this vector space of 400 images.
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Phase #2 Project Report

Images store a lot of information. In the current digital scenario, the inflow of data, along with images, has vastly increased. Along with the increasing HD quality of image, there is a rise in the amount the space required for storage. Hence, it becomes necessary to efficiently store the data so that it is not only compact but has less latency at query time retrieval.

Compact data can be achieved by using optimum features to characterize these images and form a basis to obtain information from them. From the features available for performing this task, color moments, elbp and hog have been chosen for characterization of images. These features are then compared using various distance metric such as Manhattan, L2, Earth Movers and Cosine. An optimum metric from the ones listed above has been chosen for each feature and the top k most similar images are returned.

The following assumptions have been for the given project:

1. Each image given is frontal.
2. Each image is a 64x64 grayscale image.

# Terminologies

*Color Moments*: This vector contains the color moments of the image. They are used to differentiate images based on some color feature like mean, standard deviation and skewness.

*Mean:* The average value of a block in the image. Here, 64x64 images have been divided into 8x8 blocks and a mean is calculated on each of these 8x8 blocks

*Standard Deviation:* Standard deviation in a block is the measure of how different the pixels are from the mean in that block.

*Skewness:* Skewness in a block measures the asymmetry of the color in that block.

*LBP*: Local Binary Patterns is a texturing measure for an image. It considers the neighbouring pixels for a pixel A, applies a threshold function by comparing them all with pixel A and assigning a binary value to them and then converting that binary value to decimal and assigning in to a lbp matrix at A.

*HOG*: Histogram of oriented gradients shows the direction of color intensity in a block. It basically splits the image into 8x8 blocks with 50% overlap, i.e. for an image of 64x64, 14x14 matrix will be formed if block size is 8x8. The gradient and orientation is calculated for each of these blocks. The orientation is calculated using 9 bins, so one bin will measure a range of 20 degrees.

*Manhattan* *distance*: Manhattan distance is the sum of the absolute differences of two vectors.

*L2* *distance*: L2 distance is the square root sum of the squared differences of two vectors.

*Cosine* *distance*: Cosine distance is the measure of angle between two vectors.

*Earth* *Mover’s* *distance*: It is the measure of the weights that need to be shifted in one image histogram to convert it into another.

# Proposed Solution
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# Design Decisions
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**Interface specifications**
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**System requirements**
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The libraries used in this project are as listed below:

* **Sklearn.datasets[11]** Python machine learning dataset library containing Olivetti faces data
* **Numpy[7]** Python library for arrays and matrices with optimum time-efficient functions to apply on them
* **Pandas[8]** Python library that deals with dateframes for csvs, joins and concatenations
* **os** Python library used for file functions used in the code
* **matplotlib.pyplot[10]** Python graph plot library for images and graphs
* **skimage.feature.local\_binary\_pattern**[9]Python machine learning library for lbp
* **skimage.feature.hog**[9] Python machine learning library for hog data
* **google.colab.drive** Python library to connect drive storage to google colab session
* **PIL[12]** Library to quickly load and save images
* **Faiss[13]** Facebook similarity search library for L2 metrics and
* **Glob** Library for accessing all images in a particular folder
* **scipy.spatial.distance.cosine**[6]Distance metric calculation function for cosine distance

**Related Work**

Vadivel et al.[1] compared 4 distances: Manhattan distance, Euclidean distance, Vector Cosine Angle distance and Histogram Intersection distance on a huge image dataset and arrived at the conclusion that Manhattan performed better for that data. Ponnmoli et al.[2] further verified this fact using image segmentation and state Manhattan as a better metrics not only because of its high accuracy but also because of its lesser dimensionalilty when compared to Euclidean. Ahonen et al.[5] explain how LBP is applied on images and prove its recognition rate higher than PCA MahCosine. Ahonen et al.[3] shows how the performance of cosine with lbp outperforms all considered methods even against different lighting conditions.

**Conclusion**

As seen in the confusion matrix above, the similarity search returns the image itself with the minimum distance since it is present in the source folder.

|  |  |  |  |
| --- | --- | --- | --- |
|  | euclidean | cosine | manhattan |
| mean | 48.5 | 49.58 | 47.87 |
| std | 46 | 45.41 | 49.23 |
| skew | 35.28 | 36.38 | 38.72 |
| cm8x8 | 51.09 | 52.03 | 52.23 |
| elbp | 48.20 | 48.31 | 50.78 |
| hog | 54.36 | 57.04 | 55.17 |
| all | 53.4 | 55.3 | 56.55 |

The above matrix has been calculated on the given olivetti faces by taking the average of results of all the images with k=10. It has been observed that Manhattan and Euclidean perform better for all the features overall. Additionally, Manhattan has lesser dimensions than Euclidean so it can be said a better choice. It has also been observed that cosine performs significantly better with hog vectors.
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